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(57) ABSTRACT

A system and method of verifying the identity of an autho-
rized user in an authorized user group for enabling secure
access to one or more services via a device includes receiv-
ing first voice information from a speaker through the
device, calculating a confidence score based on a compari-
son of the first voice information with a stored voice model
associated with the authorized user and specific to the
authorized user, interpreting the first voice information as a
specific service request, identifying a minimum confidence
score for initiating the specific service request, determining
whether or not the confidence score exceeds the minimum
confidence score, and initiating the specific service request
if the confidence score exceeds the minimum confidence
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Example 1 (successful verification with 1 sample):

US 9,443,523 B2

Uscr Utlerance

Conlfidence Score

Result

“Get dircctions to 333
Ravenswood Avenue, Menlo
Park, California from here.”

Conlidence score exceeds
minimum contidence score

“Ilere are directions.” [Google
map on screen]

Lxample 2 (two samples required for successful verification):

User Ullerance

Conlfidence Score

Resull

“Get directions to 333
Ravenswood Avenue, Menlo
Park, California from here.”

Conlidence score does not
cxceed minimum confidence
score

“What route do you prefer,
fastest possible route or shortest
traveling distance?”

“Shortest traveling distance.”

Conlidence score exceeds
minimum contidcnce scorc

“Here are directions.” [Google
map on screen]

Example 3 (three samples required for successful verification):

User Utterance

| Confidence Score

Result

“Send a text message to 650-543-
6789: ‘I’m stuck in traffic, I should
be there by 5:30.””

Confidence score does not
cxceed minimum confidence
score

“What is the recipient’s name?”

“John Smith.”

Confidence score does not
exceed minimum confidence
score

“Is John Smith in one of your
social networks?”

“He’s a [riend on Facebook.”

Confidence score exceeds
minimum confidence score

“OK, thanks. “Here 18 your text
message to John Smith, should |
send it now?”

“Yeg.”

[text message is sent]

FIG. 4
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MULTI-SAMPLE CONVERSATIONAL VOICE
VERIFICATION

RELATED APPLICATIONS

A claim of priority is made to U.S. Provisional Patent
Application Ser. No. 61/660,409, entitled “MULTI-
SAMPLE CONVERSATIONAL VOICE VERIFICA-
TION,” which was filed on Jun. 15, 2012, and to U.S. patent
application Ser. No. 13/560,254, also entitled “MULTI-
SAMPLE CONVERSATIONAL VOICE VERIFICA-
TION,” which was filed on Jul. 27, 2012, both of which are
hereby incorporated by reference in their entirety.

BACKGROUND

1. Field of Invention

Embodiments relate generally to voice verification, and
more particularly, to systems and methods of verifying the
identity of an authorized user for enabling secure access to
information or data services via a device.

2. Description of Related Art

Some conventional computing systems accept user-en-
tered identifying information, such as a password or a
Personal Identification Number (PIN), for verifying the
identity of an authorized user before permitting the user to
access certain secured data or functions in or through the
computer system. For example, the user may type the
identifying information on a keyboard of a personal com-
puter or a touch screen of a mobile computing device, such
as a cell phone. These techniques require the user to touch
or otherwise mechanically manipulate the input device as
the information is entered, preventing hands-free operation.
Increasingly, however, hands-free operation is desirable,
particularly for mobile applications as a matter of conve-
nience and other purposes, such as compliance with various
motor vehicle laws restricting the use of mobile devices.

Some conventional hands-free technologies use the
human voice as a form of input. Voice verification technol-
ogy has been used for identifying an individual based on a
model of the individual’s voice. Such a technique is pre-
mised on the fact that each human voice is different, akin to
a fingerprint, providing a mechanism for verifying the
identity of a known individual using his or her voice. Voice
verification takes, as an input, spoken words and compares
them with a voice model that is uniquely associated with the
individual. A confidence score represents the probability that
the speaking voice matches the enrolled voice samples of the
individual(s) used to create the model. The results of the
comparison may be used to identify and/or verify the
identity of the person who is speaking. However, voice
verification has had limited application for securing access
to information and data in mobile devices partly because of
the encumbrances associated with known voice enrollment
techniques (e.g., including requiring the user to perform a
special procedure for enrolling their voice into the system).
Furthermore, voice verification has been known to perform
better when multiple voice samples are collected from a
speaker over a period of time. Additionally, known voice
verification techniques do not work well in situations where
multiple users use the same device because such techniques
are often limited to recognizing the voice of only one user.

SUMMARY

Various embodiments are directed to systems and meth-
ods of verifying the identity of an authorized user to enable
secure access to information or data services on a device.
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In one aspect, a method of verifying the identity of an
authorized user in an authorized user group for enabling
secure access to one or more services via a device comprises
receiving first voice information from a speaker through the
device. A confidence score is calculated, by at least one
processor, based on a comparison of the first voice infor-
mation with a stored voice model associated with the
authorized user group and specific to the authorized user.
The at least one processor is included in at least one of the
device and a server operatively coupled to the device
through a communication network. The first voice informa-
tion is interpreted, by the at least one processor, as a specific
service request. After a minimum confidence score for
initiating the specific service request is identified, it is
determined whether of not the confidence score exceeds the
minimum confidence score. If the confidence score exceeds
the minimum score, the specific service request is initiated.
Otherwise, second voice information is obtained from the
speaker, a confidence score is calculated based on a com-
parison of a combination of the first voice information and
the second voice information with the stored voice model
associated with the authorized user group and specific to the
authorized user, and the determining step is repeated.

In some embodiments, the method may include construct-
ing the stored voice model based on voice information
representing a set of service requests spoken by the speaker
prior to receiving the first voice information. In some
embodiments, the method may include updating the stored
voice model based on the first voice information. In some
embodiments, the method may include storing, in the
device, a plurality of minimum confidence scores each
corresponding to a type of service request.

In some embodiments, the method may include prompt-
ing the speaker for the second voice information, using the
device, if the confidence score does not exceed the minimum
confidence score. In some embodiments, the prompting may
include prompting the speaker to speak specific words based
on the specific service request. In some embodiments, the
prompting may include looking up, in a database, options
related to fulfillment of a type of service corresponding to
the specific service request, and constructing the prompt
based on at least one of the options. In some embodiments,
the method may include interpreting the second voice infor-
mation as additional information related to the specific
service request.

In some embodiments, the method may include denying
access to the device if the confidence score does not exceed
the minimum confidence score. In some embodiments, the
method may include denying access to the device if the
confidence score does not exceed the minimum confidence
score after receiving a predetermined amount of voice
information from the speaker.

In another aspect, a system for verifying the identity of an
authorized user in an authorized user group for enabling
secure access to one or more services via a device comprises
at least one processor and a memory coupled to the at least
one processor. The at least one processor is included in the
device and/or a server operatively coupled to the device
through a communication network. The device is opera-
tively coupled to the at least one processor and configured to
receive voice information from a speaker. The memory
includes computer-executable instructions that when
executed by the at least one processor cause the at least one
processor to receive first voice information from a speaker
through the device, calculate a confidence score based on a
comparison of the first voice information with a stored voice
model associated with the authorized user group and specific
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to the authorized user, interpret the first voice information as
a specific service request, identify a minimum confidence
score for initiating the specific service request, and deter-
mine whether or not the confidence score exceeds the
minimum confidence score. If the confidence score exceeds
the minimum confidence score, the computer-executable
instructions when executed by the at least one processor
cause the at least one processor to initiate the specific service
request. Otherwise, the computer-executable instructions
when executed by the at least one processor cause the at least
one processor to obtain second voice information from the
speaker, calculate a confidence score based on a comparison
of a combination of the first voice information and the
second voice information with the stored voice model asso-
ciated with the authorized user group and specific to the
authorized user, and repeat the determining step.

In some embodiments, the memory further may include
computer-executable instructions that when executed by the
at least one processor cause the at least one processor to
construct the stored voice model based on voice information
representing a set of service requests spoken by the speaker
prior to receiving the first voice information. In some
embodiments, the memory may further include computer-
executable instructions that when executed by the at least
one processor cause the at least one processor to update the
stored voice model based on the first voice information.

In some embodiments, the memory may further include
computer-executable instructions that when executed by the
at least one processor cause the at least one processor to
prompt the speaker for the second voice information if the
confidence score does not exceed the minimum confidence
score. In some embodiments, the memory may further
include computer-executable instructions that when
executed by the at least one processor cause the at least one
processor to interpret the second voice information as addi-
tional information related to the specific service request.

In another aspect, a non-transitory computer-readable
medium has stored thereon computer-executable instruc-
tions that when executed by at least one processor cause the
at least one processor to receive first voice information from
a speaker through a device, and calculate a confidence score
based on a comparison of the first voice information with a
stored voice model associated with an authorized user group
and specific to an authorized user in the authorized user
group. When executed by at least one processor, the com-
puter-executable instructions further cause the at least one
processor to interpret the first voice information as a specific
service request, identify a minimum confidence score for
initiating the specific service request, and determine whether
or not the confidence score exceeds the minimum confidence
score. If the confidence score exceeds the minimum confi-
dence score, the computer-executable instructions cause the
at least one processor to initiate the specific service request.
Otherwise, the computer-executable instructions further
cause the at least one processor to obtain second voice
information from the speaker, calculate a confidence score
based on a comparison of a combination of the first voice
information and the second voice information with the
stored voice model associated with the authorized user
group and specific to the authorized user, and repeat the
determining step.

In some embodiments, the non-transitory computer-read-
able medium may further include computer-executable
instructions that when executed by the at least one processor
cause the at least one processor to construct the stored voice
model based on voice information representing a set of
service requests spoken by the speaker prior to receiving the
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first voice information, and update the stored voice model
based on the first voice information.

In some embodiments, the non-transitory computer-read-
able medium may further include computer-executable
instructions that when executed by the at least one processor
cause the at least one processor to prompt the speaker for the
second voice information if the confidence score does not
exceed the minimum confidence score. In some embodi-
ments, the non-transitory computer-readable medium may
further include computer-executable instructions that when
executed by the at least one processor cause the at least one
processor to interpret the second voice information as addi-
tional information related to the specific service request.

BRIEF DESCRIPTION OF THE DRAWINGS

The accompanying drawings are not intended to be drawn
to scale. In the drawings, each identical or nearly identical
component that is illustrated in various figures is represented
by a like numeral. For purposes of clarity, not every com-
ponent may be labeled in every drawing. In the drawings:

FIG. 1 is a block diagram depicting one example of an
overview of a system for verifying the identity of an
authorized user through a voice user interface, in accordance
with one embodiment;

FIG. 2 is a data flow diagram depicting one example of a
voice recognition and verification system, in accordance
with one embodiment;

FIG. 3 is a flow diagram of one example of a process for
verifying the identity of an authorized user through a voice
user interface, in accordance with one embodiment;

FIG. 4 is a chart depicting several examples of a user
interaction with systems and methods of verifying the iden-
tity of an authorized user, in accordance with several
embodiments;

FIG. 5 is a block diagram of an exemplary computing
device that may be used to perform any of the methods in the
exemplary embodiments; and

FIG. 6 is a block diagram of an exemplary network
environment suitable for a distributed implementation of
exemplary embodiments.

DETAILED DESCRIPTION

Embodiments are directed to personalized and secure
access to one or more services using voice verification. In
one embodiment, when a user speaks to a voice user
interface (e.g., a natural language voice interface) of a
computing device, such as a smart phone, personal digital
assistant, tablet computer, or other mobile device, the result-
ing voice information, which may include any utterance
including, but not limited to words, is sent to a voice
verification system. The voice verification system interprets
the voice information as a specific service request, and
identifies a minimum confidence score for initiating the
specific service request. The voice verification system also
compares the voice information with a voice model associ-
ated with the authorized user group and specific to an
authorized user in the authorized user group. In some
embodiments, the voice model may be derived by the
verification system from a collection of voice information
previously received from the authorized user during inter-
actions with the voice user interface. A confidence score,
which reflects how similar the voice information is to the
voice model, may be obtained from the comparison. If the
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confidence score exceeds a minimum threshold, the speaker
is verified as the authorized user, and the specific service
request is initiated.

In some instances, the minimum threshold may not be
exceeded because the speaker may only have provided a
small amount of voice information, e.g., by speaking few
words or speaking for one or two seconds. Thus, if the
confidence score does not exceed the minimum threshold,
the voice verification system obtains additional voice infor-
mation from the speaker through the voice user interface. In
some embodiments, the voice verification system may
obtain additional voice information from the speaker by
prompting the speaker for additional input. In other embodi-
ments, the voice verification system may obtain additional
voice information from the speaker by simply waiting a
reasonable time for the additional input from the voice user
interface.

So as to maximize the voice information available for
comparison to the voice model, the second or additional
voice information may be combined (e.g., concatenated)
with the first voice information. The combined voice infor-
mation may be re-tested against the voice model, and a new
or updated confidence score based on the combined samples
may be derived. Accordingly, with the additional voice
information, the voice verification system may calculate a
confidence score based on a comparison of the combination
of the original and additional voice information with the
stored voice model associated with the authorized user
group and specific to the authorized user; and again deter-
mine whether the confidence score exceeds the minimum
threshold.

If the voice verification system still does not derive a
score that exceeds the threshold, then the foregoing process
may be repeated a one or more additional times. After
receiving some amount of voice information, however, there
may be sufficient available information that the system can
either verify the speaker’s identity, or else reasonably con-
clude that the speaker is not one of the authorized users in
the authorized user group, in which case the specific service
request is not initiated. Access to the one or more services
may also be more generally denied.

It will be appreciated by those of skill in the art that, when
the authorized user group includes only one user, there will
be only one voice model associated with the group. When
the authorized user group includes two authorized users,
there will be two voice models associated with the group—a
first voice model specific to the first authorized and a second
voice model specific to the second authorized user. Simi-
larly, when the authorized user group includes three autho-
rized users, there will be three voice models associated with
the group—each model specific one of the three authorized
users. The voice information obtained from a speaker must
be compared to each voice model associated with the
authorized user group. For example, the voice information
obtained from a speaker need only be compared to the single
voice model when the authorized user group only includes
a single authorized user.

The voice recognition according to various embodiments
is useful for many applications, including mobile devices,
because it provides a natural and intuitive way of controlling
the device while allowing the user’s hands to remain free. As
many mobile devices now contain microphones and audio
processing circuitry, it is possible to configure such devices
to accept voice inputs for a variety of purposes, including
user identification and verification. In some embodiments,
user verification using spoken, natural language interfaces
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may be seamless to the user, fast, and perform with high
accuracy using brief voice samples.

FIG. 1 is a block diagram depicting an overview of an
environment 100 in which one or more embodiments may be
practiced. The environment 100 includes one or more users
110, one or more user mobile devices 120, one or more
wireless network interfaces 130, a communication network
140, and one or more servers 150 or other devices config-
ured to provide one or more services, such as information
and data services, to a user 110. Each user device 120 and
server 150 may be wirelessly interconnected to share and
exchange data through the network 140, which may include
servers, databases, routers, switches, intranets, the Internet,
and other computing and networking components and
resources. Network link(s) between the user device 120 and
the servers 150, including the wireless network interface
130, may include any arrangement of interconnected net-
works including both wired and wireless networks. For
example, a wireless communication network link over
which the user device 120 communicates may utilize a
cellular-based communication infrastructure that includes
cellular-based communication protocols such as AMPS,
CDMA, TDMA, GSM (Global System for Mobile commu-
nications), iDEN, GPRS, EDGE (Enhanced Data rates for
GSM Evolution), UMTS (Universal Mobile Telecommuni-
cations System), WCDMA and their variants, among others.
In various embodiments, the network links may include
wireless technologies including WLAN, WiFi®, WiMAX,
Wide Area Networks (WANs), and Bluetooth®.

The user device 120 may include any mobile computing
device (e.g., smart phone, tablet computer, or personal
digital assistant) that is configured to connect directly or
indirectly to the network 140 and/or the servers 150.
Examples of user devices include a smartphone (e.g., the
iPhone® manufactured by Apple Inc. of Cupertino, Calif.,
BlackBerry® manufactured by Research in Motion (RIM)
of Waterloo, Ontario, any device using the Android® oper-
ating system by Google, Inc. of Mountain View, Calif., or
any device using the Windows Mobile® operating system
by Microsoft Corp. of Redmond, Wash.), a personal digital
assistant, or other multimedia device, such as the iPad®
manufactured by Apple Inc. The user device 120 may
connect to other components (e.g., the servers 150) over a
wireless network, such as provided by any suitable cellular
carrier or network service provider (e.g., Sprint PCS, T-Mo-
bile, Verizon, AT&T, etc.), or via a WiFi® connection to a
data communication network. Each user device 120 may
have one associated authorized user group including one or
more authorized users 110. The mobile device 120 may be
configured with information specific to its authorized user
group and/or one or more of the authorized users 110 in the
group, such as a name, username, password, identification
number or other identifying data.

When a user speaks to a voice user interface (e.g., a
natural language voice interface) of a computing device,
such as a smart phone, personal digital assistant, tablet
computer, or other mobile device, the resulting voice infor-
mation, which may include any utterance including, but not
limited to words, is sent to a voice verification system.

The user device 120 may include a microphone (not
shown) or other audio input for receiving the utterances
from the user 110. When the user 110 speaks, the user device
120 receives the sound the user makes via the microphone
or audio input. Sounds made by the user 110 and received by
the user device 120 may be collectively referred to herein as
an utterance. For example, an utterance may include a
spoken command, such as “call John at home,” “send a text
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message to 650-555-6789,” or “get directions to 333 Raven-
swood Avenue in Menlo Park, Calif. from here.” In some
embodiments, the user device 120 includes a voice user
interface for processing the utterance (e.g., such processing
including, but not limited to, voice recognition and/or veri-
fication). In other embodiments, the user device 120 is
configured to communicate data representing the utterance
to a remote system, such as the server 150, for processing by
the remote system. The data representing the utterance may
be called voice information.

FIG. 2 is a data flow diagram depicting one example of a
voice recognition and verification system 200, according to
one embodiment. The voice recognition and verification
system 200 may be included in the user device 120, on the
server 150, and/or on another remote system. As discussed
above, the user device 120 may receive as an input one or
more utterances from the user 110 and convert it to voice
information 202. Data representing each utterance is sent to
the voice recognition and verification system 200. The
system 200 receives the voice information 202 and com-
pares it against a voice model 204 stored, for example, in a
database or memory of the user device 110 and/or server
150. When the authorized user group associated with the
user device 120 includes more than one authorized user,
system 200 will have more than one voice model 204. The
voice model 204 may be derived by the system 200 during
a voice enrollment mode of operation from one or more
utterances previously made by the user 110 during usual
interactions with the system. For example, the voice model
204 may be constructed based on utterances made in the
normal course of operating the device, with or without
specifically asking the user 110 to provide sample utter-
ances. In some embodiments, while operating in the enroll-
ment mode, the user whose voice is received by the system
200 may be presumed to be an authorized user for estab-
lishing security measures, such as for restricting access to
data or information services. In other embodiments, while
operating in the enrollment mode, the identity of the user
110 may be established in other ways, such as by requiring
a user-specific password or PIN code to be provided. User
enrollment, and construction of the voice model, thus may
take place transparently to the user 110 during normal usage
the user device 120.

As described below with respect to FIG. 3, the voice
recognition and verification system 200 may calculate a
confidence score 206 by comparing the voice information
202 with the voice model 204 to determine whether the user
110 is an authorized user. The confidence score 206 may
represent a probability that the voice information 202
matches the voice model 204. In some embodiments, the
system 200 computes a threshold score for comparison with
the confidence score 206. For example, the threshold score
may be derived from a database of service-related data 210,
which defines a minimum confidence score for the user 110
to access to the user device 120 and/or one or more services
via the user device. In some embodiments, a plurality of
minimum confidence levels are defined and stored, each
corresponding to a type of service request. If the confidence
score exceeds a target threshold (e.g., a minimum confidence
score), then the identity of the user 110 may be deemed to
be verified, and the specific service request may be initiated.
The user may also be granted more general access to the user
device 110 and/or services available through the user device
110 depending on the confidence score. If the confidence
score does not exceed the target threshold, then the identity
of the user 110 is not deemed to be verified, and the specific
service request is not initiated.
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In some embodiments, if the confidence score 206 does
not meet the threshold, the system 200 may obtain additional
voice samples from the user 110, e.g., by providing a visual,
textual and/or audible prompt 208 to user for additional
spoken input, and/or by waiting for the user to speak again
on his or her own initiative. As mentioned above, individual
utterances may provide little voice information. Thus, the
additional voice information 202 may be combined (e.g.,
concatenated) with one or more previously obtained voice
samples so as to enlarge the available voice information. The
combined voice information may be re-tested against the
voice model 204, and a new or updated confidence score 206
based on the combined voice samples may be calculated. If
the confidence score 210 still fails to meet the target thresh-
old for veritying the identity of the user 110, then the system
200 may process one or more additional voice samples in
further attempts to verify the user’s identity. After some
pre-determined number of attempts, or a pre-determined
length or duration of the combined samples, there may be
sufficient information for the system 200 to either verify that
the user 110 is an authorized user, or else reasonably
conclude that the person speaking is not an authorized user,
in which case more general access to the user device 110
and/or service available through the user device 110 may be
denied.

In some embodiments, prompting the user for additional
spoken input includes referencing options relevant to ful-
fillment of the requested service. In other embodiments,
prompting the user for additional spoken input includes
prompting the user for specific (e.g., randomly selected)
spoken words to ensure that a user attempting to gain access
using a pre-recorded voice is denied such access. In yet other
embodiments, as noted above, additional voice samples may
be collected from the user without additional prompting, and
instead by simply analyzing any further voice input that the
user subsequently provides. In some embodiments, spoken
input is accumulated for verification purposes only within a
limited time window, regarded by the system as a single
verification session. In some embodiments, the system 200
may consider factors other than or in addition to time, such
as location of the device (e.g., based on the Global Posi-
tioning System), the nature of the services being accessed,
and/or other factors to decide if the additional spoken input
continues to fall within a single interaction session and
should still be accumulated and combined with the earlier
input in an attempt to improve the confidence score.

FIG. 3 is a flow diagram of one example of a process 300
of veritying the identity of an authorized user using voice
recognition, according to one embodiment. Process 300 may
be implemented, for example, in the voice recognition and
verification system 200 of FIG. 2, which may in turn be
implemented in the user device 120 and/or one or more of
the servers 150 of FIG. 1. Process 300 begins at block 302.
At block 304, an utterance, or first voice information, is
received from a speaker (i.e., the user 110) through a specific
user device 120. The first voice information may include
information about the specific user device that enables the
associated group of authorized users to be identified. At
block 306, a confidence score (e.g., the confidence score 206
of FIG. 2) may be calculated based on a comparison of the
utterance against a voice model (e.g., the voice model 204
of FIG. 2) associated with the authorized user group. As
discussed above, the voice model may be derived from one
or more sample utterances received from one or more
authorized users, and when compared with the utterance, the
voice model may provide a probability, or level of confi-
dence, that that the speaker is an authorized user.
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At block 308, the voice information from the received
utterance is interpreted as a specific service request. For
example, the voice information may be processed by a voice
recognition algorithm to interpret the voice information as a
specific command or service request. For instance, if the
voice information is interpreted to include the phrase “get
directions to 333 Ravenswood Avenue in Menlo Park, Calif.
from here,” the specific service request may include a
request to receive directions using an electronic map or
navigation application or service. In another example, if the
voice information is interpreted to include the phrase
“unlock phone,” the specific service request may include a
command to unlock access to the user device 120. Several
other examples of such commands or requests are described
with respect to FIGS. 1 and 4.

At block 310, a minimum confidence score is identified as
a threshold to be used for comparison with the calculated
confidence score. The minimum confidence score may, for
example, reflect the lowest acceptable level of confidence
that the utterance was spoken by one of the authorized users
for granting access to a secure device or service. The
minimum confidence score may vary depending on the
nature of the specific service request. For example, if the
specific service request includes a request to unlock the user
device 120, the minimum confidence score may be relatively
high if the security settings of the user device are high.
Likewise, the minimum confidence score may be relatively
low if the service being requested is assigned a low security
level. In another embodiment, the minimum confidence
score may be fixed or identified with or without respect to
the specific service request and/or with respect to other
factors, such as the language spoken by the user, the quality
of the received sound, the time of day, the location of the
user device 120, and the number of previously failed access
attempts by the user. It should be appreciated that other
thresholds may be used and that embodiments are not
necessarily limited to using minimum confidence scores.

At block 312, the confidence score calculated at block 306
is compared to the minimum confidence score identified at
block 310. If the confidence score exceeds the minimum
confidence score, then the specific service request inter-
preted at block 308 is initiated at block 314. For instance, if
the voice information is interpreted to include the phrase
“get directions to 333 Ravenswood Avenue in Menlo Park,
Calif. from here” and the confidence score exceeds the
minimum confidence score, then a command to retrieve
directions as requested is sent to the appropriate application
or service, which may be on the user device 120 and/or the
server(s) 150, for processing. Process 300 then ends at block
316.

If the confidence score does not exceed the minimum
confidence score, however, then at block 318 a determina-
tion is made whether to try and improve the confidence score
with additional voice input or to end the process 300. If after
two or more tries the confidence score still does not exceed
the minimum confidence score, for example then process
300 may deem the user 110 to be an unauthorized user,
determine that no additional tries will be permitted, and deny
access to the specific service requested by proceeding to end
at block 316. Otherwise, in some embodiments, at block 320
the user 110 may be prompted for additional voice input,
such as shown in the examples of FIG. 4. The prompt may
be a simple request, such as “please say again,” or a more
complex request, such as asking for additional information
from the user 110 that is related to the specific service
request, such as “what route do you prefer, fastest or
shortest'?” in response to a request of “get directions.” Other
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embodiments do not include block 320 or prompt. In these
embodiments, process 300 may simply wait for the user 110
to speak again.

At block 322, an additional utterance, or second voice
information, is received from the speaker. At block 324, the
confidence score is updated by, for example, combining the
additional utterance with one or more previously received
utterances and comparing the combined utterances against
the voice model. The updated confidence score is then
compared with the minimum confidence score at block 312,
as discussed above.

FIG. 4 is a chart depicting three examples of user inter-
actions with systems and methods of verifying the identity
of an authorized user as taught herein. In example 1 of FIG.
4, the user 110 says “get directions to 333 Ravenswood
Avenue, Menlo Park, Calif. from here” and the confidence
score calculated based on that service request exceeds the
identified minimum confidence score for initiating that ser-
vice request. Accordingly, the service request is initiated and
the requested directions are provided. In example 2 of FIG.
4, the user 110 says the same thing but because the confi-
dence score based on that service request does not exceed
the minimum confidence score. Accordingly, the user is
prompted to provide additional voice information related to
the original service request. The prompt, in this example, is
based on the initial request to “get directions,” which
permits a natural language conversation to occur in the
course of obtaining not only further information related to
the request but also further utterances for comparison with
the voice model. In this example, a second utterance—
“shortest traveling distance”—responsive to the prompt
improves the confidence score to the point where it exceeds
the minimum score. The user’s request is therefore initiated,
in accordance with all of the voice information provided by
the user, and the requested directions are provided. Example
3 of FIG. 4 is similar to the example 2, except that the user
is prompted for, and provides, two additional rounds of
voice information before the confidence score exceeds the
minimum.

Exemplary Computing Devices

FIG. 5 is a block diagram of an exemplary computing
device 1000 that may be used to perform any of the methods
in the exemplary embodiments. The computing device 1000
may be any suitable computing or communication device or
system, such as a mobile computing or communication
device (e.g., the iPhone® mobile device by Apple), laptop,
handheld computer, tablet computer (e.g., the iPad® tablet
computer by Apple), or other form of computing or tele-
communications device that is capable of communication
and that has sufficient processor power and memory capacity
to perform the operations described herein.

The computing device 1000 includes one or more non-
transitory computer-readable media for storing one or more
computer-executable instructions, programs or software for
implementing exemplary embodiments. The non-transitory
computer-readable media may include, but are not limited
to, one or more types of hardware memory, non-transitory
tangible media (for example, one or more magnetic storage
disks, one or more optical disks, one or more USB flash
drives), and the like. For example, memory 1006 included in
the computing device 1000 may store computer-readable
and computer-executable instructions, programs or software
for implementing exemplary embodiments. Memory 1006
may include a computer system memory or random access
memory, such as DRAM, SRAM, EDO RAM, and the like.
Memory 1006 may include other types of memory as well,
or combinations thereof.
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The computing device 1000 also includes processor 1002
and associated core 1004, and optionally, one or more
additional processor(s) 1002' and associated core(s) 1004'
(for example, in the case of computer systems having
multiple processors/cores), for executing computer-readable
and computer-executable instructions or software stored in
the memory 1006 and other programs for controlling system
hardware. Processor 1002 and processor(s) 1002' may each
be a single core processor or multiple core (1004 and 1004")
processor.

Virtualization may be employed in the computing device
1000 so that infrastructure and resources in the computing
device may be shared dynamically. A virtual machine 1014
may be provided to handle a process running on multiple
processors so that the process appears to be using only one
computing resource rather than multiple computing
resources. Multiple virtual machines may also be used with
one processor.

A user may interact with the computing device 1000
through a virtual display device 1020 and at least one
associated user interface 1025. For example, virtual display
device 1020 may include a visual display or a speaker. The
associated user interface 1025 may be, for example, a
pointing device (e.g., a mouse), multi-point touch interface,
a touch-sensitive screen, a camera, or a microphone. As
illustrated in FIG. 5, the presentation device 1020 may be
linked to the associated user interface 1025. One example of
a linked combination is a touch-sensitive screen that
includes the user interface 1025 and the visual display
presentation device 1020. The presentation device 1020 and
the user interface 1025 may also have other uses. For
example, a microphone 1021 and speaker 1022 on a mobile
communication device may be used to make phone calls,
receive voice input from the user and provide prompts to the
user. As another example, the microphone can be used to
input audible queries, information, and/or other voice infor-
mation that can be processed by the computing device 1000
and/or can be processed by a device remote to, but in
communication with, the computing device 1000. The pre-
sentation device 1020, however, need not be linked to the
associated user interface 1025. For example, the computing
device 1000 may include other input/output (I/O) devices for
receiving input from a user, for example, a keyboard or any
suitable multi-point touch interface 1008, a pointing device
1010, a microphone. The keyboard 1008 and the pointing
device 1010 may be coupled to the presentation device 1020
and used as the user interface 1025. The computing device
1000 may include other suitable conventional 1/O peripher-
als.

The computing device 1000 may include one or more
storage devices 1030, such as a hard-drive, flash memory, or
other computer readable media, for storing data and com-
puter-readable instructions and/or software that implement
portions of exemplary embodiments of a multi-user service
1032, a voice model personalization engine 1034, and a
speech recognition engine 1036. In exemplary embodi-
ments, the engines 1034 and/or 1036 can be integrated with
the multi-user service 1032 or can be in communication with
the multi-user service 1032. In exemplary embodiments, the
multi-user service 1032 can implement a personalized voice
user interface 1033 through which an audible interaction
between an identified user and the multi-user service 1032
can occur. The one or more exemplary storage devices 1030
may also store one or more personalized voice models 1038,
which may be include voice information elements 1039
generated and/or used by the engine 1034 to configured
and/or program the engine 1036 associated with an embodi-
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ment of the multi-user service 1032. Additionally or alter-
natively, the one or more exemplary storage devices 1030
may store one or more default or generic voice models 1040,
which may include voice information elements and may be
used by the engines 1034 and/or 1036 as taught herein. For
example, one or more of the generic voice models 1040 can
be in conjunction with the personalized voice models 1036
and/or can be used as a basis for generating one or more of
the personalized voice models by adding, deleting, or updat-
ing one or more voice information elements therein. Like-
wise, the personalized voice models can be modified by
operation of an embodiment of the engine 1034 as taught
herein or separately at any suitable time to add, delete, or
update one or more voice information elements therein. In
exemplary embodiments, the voice information elements
can includes phonemes, words, phrases, and/or other verbal
cues. The computing device 1000 may communication with
the one or more storage devices 1030 via a bus 1035. The
bus 1035 may include parallel and/or bit serial connections,
and may be wired in either a multi-drop (electrical parallel)
or daisy-chain topology, or connected by switched hubs, as
in the case of USB.

The computing device 1000 may include a network
interface 1012 configured to interface via one or more
network devices 1022 with one or more networks, for
example, Local Area Network (LAN), Wide Area Network
(WAN) or the Internet through a variety of connections
including, but not limited to, standard telephone lines, LAN
or WAN links (for example, 802.11, T1, T3, 56 kb, X.25),
broadband connections (for example, ISDN, Frame Relay,
ATM), wireless connections, controller area network
(CAN), or some combination of any or all of the above. The
network interface 1012 may include a built-in network
adapter, network interface card, PCMCIA network card,
card bus network adapter, wireless network adapter, USB
network adapter, modem or any other device suitable for
interfacing the computing device 1000 to any type of
network capable of communication and performing the
operations described herein.

The computing device 1000 may run any operating sys-
tem 1016, such as any of the versions of the Microsoft®
Windows® operating systems by Microsoft Corp. of Red-
mond, Wash., any version of the Unix and Linux operating
systems, any version of the MacOS® operating system by
Apple for Macintosh computers, any version of the
Android® operating system by Google, Inc. of Mountain
View, Calif., any embedded operating system, any real-time
operating system, any open source operating system, any
proprietary operating system, any operating systems for
mobile computing devices, or any other operating system
capable of running on the computing device and performing
the operations described herein. In exemplary embodiments,
the operating system 1016 may be run in native mode or
emulated mode. In an exemplary embodiment, the operating
system 1016 may be run on one or more cloud machine
instances.

Exemplary Network Environments

FIG. 6 is a block diagram of an exemplary network
environment 1100 suitable for a distributed implementation
of exemplary embodiments. The network environment 1100
may include one or more servers 1102 and 1104, one or more
clients 1106 and 1108, and one or more databases 1110 and
1112, each of which can be communicatively coupled via a
communication network 1114. The servers 1102 and 1104
may take the form of or include one or more computing
devices 1000' and 1000", respectively, that are similar to the
computing device 1000 illustrated in FIG. 5. The clients
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1106 and 1108 may take the form of or include one or more
computing devices 1000 and 1000, respectively, that are
similar to the computing device 1000 illustrated in FIG. 5.
For example, clients 1106 and 1108 may include mobile user
devices. Similarly, the databases 1110 and 1112 may take the
form of or include one or more computing devices 1000™"
and 1000"", respectively, that are similar to the computing
device 1000 illustrated in FIG. 5. While databases 1110 and
1112 have been illustrated as devices that are separate from
the servers 1102 and 1104, those skilled in the art will
recognize that the databases 1110 and/or 1112 may be
integrated with the servers 1102 and/or 1104 and/or the
clients 1106 and 1108.

The network interface 1012 and the network device 1022
of the computing device 1000 enable the servers 1102 and
1104 to communicate with the clients 1106 and 1108 via the
communication network 1114. The communication network
1114 may include, but is not limited to, the Internet, an
intranet, a LAN (Local Area Network), a WAN (Wide Area
Network), a MAN (Metropolitan Area Network), a wireless
network, an optical network, and the like. The communica-
tion facilities provided by the communication network 1114
are capable of supporting distributed implementations of
exemplary embodiments.

In exemplary embodiments, one or more client-side appli-
cations 1107 may be installed on client 1106 and/or 1108 to
allow users of client 1106 and/or 1108 to access and interact
with a multi-user service 1032 installed on the servers 1102
and/or 1104. For example, the users of client 1106 and/or
1108 may include users associated with an authorized user
group and authorized to access and interact with the multi-
user service 1032. In some embodiments, the servers 1102
and 1104 may provide client 1106 and/or 1108 with the
client-side applications 1107 under a particular condition,
such as a license or use agreement. In some embodiments,
client 1106 and/or 1108 may obtain the client-side applica-
tions 1107 independent of the servers 1102 and 1104. The
client-side application 1107 can be computer-readable and/
or computer-executable components or products, such as
computer-readable and/or computer-executable components
or products for presenting a user interface for a multi-user
service. One example of a client-side application is a web
browser that allows a user to navigate to one or more web
pages hosted by the server 1102 and/or the server 1104,
which may provide access to the multi-user service. Another
example of a client-side application is a mobile application
(e.g., a smart phone or tablet application) that can be
installed on client 1106 and/or 1108 and can be configured
and/or programmed to access a multi-user service imple-
mented by the server 1102 and/or 1104 after the identity of
the user is verified through a voice user interface of the client
1106 and 1108.

In an exemplary embodiment, client 1106 and/or 1108
may connect to the servers 1102 and/or 1104 (e.g., via the
client-side application) to interact with a multi-user service
1032 on behalf of and/or under the direction of users. A
voice user interface may be presented to the users by the
client device 1106 and/or 1108 by the client-side application.
In some embodiments, the server 1102 and/or 1104 can be
configured and/or programmed to host the voice user inter-
face and to serve the voice user interface to client 1106
and/or 1108. In some embodiments, the client-side applica-
tion 1107 can be configured and/or programmed to include
the voice user interface. In exemplary embodiments, the
voice user interface enables users of client 1106 and/or 1108
to interact with the multi-user service using audible signals,

10

15

20

25

30

35

40

45

50

55

60

65

14

e.g., utterances, such as speech, or other voice information
received by a microphone at client 1106 and/or 1108.

In some embodiments, client 1106 can be used to initiate
a service to be provided on client 1106. Similarly, client
1108 can be used to initiate a service to be provided on client
1108.

In some embodiments, client 1106 can be used to initiate
a service to be provided on client 1108. In these embodi-
ments, the user may provide client 1106 with voice infor-
mation expressly requesting that the requested service be
provided on client 1108. Alternatively, default user selec-
tions, stored for example on client 1106 or on a server 1102
or 1104, may identify client 1108 as the target of the
requested service. Still alternatively, client 1108 may be
identified as target for the requested service based on its
functionality and its proximity to client 1106. In these
embodiments, client 1108 may be a smart TV monitor/box,
a smart navigation system, and/or a heads up display. As one
example, voice information received through a voice user
interface on 1106 may be interpreted as requesting that a
movie be recorded on client 1108, which is a smart TV
monitor/box. As another example, voice information
received through a voice user interface on 1106 may be
interpreted as requesting that a movie be purchased and
played on smart TV monitor/box 1108. In either of the
foregoing examples, if the confidence score calculated from
the voice information exceeds the minimum confidence
score for initiating the specific service request, the service
request is initiated.

In an exemplary embodiment, the server 1102 and/or the
server 1104 can be configured and/or programmed with the
voice model personalization engine 1034 and/or the speech
recognition engine 1036, which may be integrated with the
multi-user service 1032 or may be in communication with
the multi-user service 1032 such that the system can be
associated with the multi-user service 1032. The engine
1034 can be programmed to generate a personalized voice
model for users of the multi-user service based on at least an
identity of the user. In some embodiments, the multi-user
service and/or the system can be implemented by a single
server (e.g. server 1102). In some embodiments, an imple-
mentation of the multi-user service and/or the system can be
distributed between two or more servers (e.g., servers 1102
and 1104) such that each server implements a portion or
component of the multi-user service and/or a portion or
component of the system.

The databases 1110 and 1112 can store user information,
previously generated personalized voice models, generic
voice models, and/or any other information suitable for use
by the multi-user service and/or the personalized voice
model engine. The servers 1102 and 1104 can be pro-
grammed to generate queries for the databases 1110 and
1112 and to receive responses to the queries, which may
include information stored by the databases 1110 and 1112.

Having thus described several exemplary embodiments of
the invention, it is to be appreciated various alterations,
modifications, and improvements will readily occur to those
skilled in the art. Such alterations, modifications, and
improvements are intended to be part of this disclosure, and
are intended to be within the scope of the invention. Accord-
ingly, the foregoing description and drawings are by way of
example only.

What is claimed is:

1. A computer-implemented method of verifying the iden-
tity of a speaker as an authorized user in an authorized user
group to a level necessary for enabling secure access to one
or more services via a device, the method comprising:
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receiving first voice information comprising a specific
service request from a speaker through the device
before verifying the identity of the speaker as an
authorized user;

calculating, by at least one processor, a confidence score

that the speaker is an authorized user based on a
comparison of the first voice information comprising
the specific service request received before verifying
the identity of the speaker as an authorized user with a
stored voice model associated with the authorized user
group and specific to the authorized user, wherein the
at least one processor is included in at least one of the
device and a server operatively coupled to the device
through a communication network;

interpreting, by the at least one processor, the first voice

information as a specific service request;

identifying, by the at least one processor, a type of service

request comprising the specific service request;
identifying, by the at least one processor, a minimum
confidence score for initiating the type of service
request comprising the specific service request;
determining, by the at least one processor, whether or not
the confidence score exceeds the minimum confidence
score; and

if the confidence score exceeds the minimum confidence

score, initiating the specific service request;

if the confidence score does not exceed the minimum

confidence score, obtaining second voice information
concerning the specific service request from the
speaker through the device;

calculating a confidence score based on a comparison of

a combination of the first voice information comprising
the specific service request and the second voice infor-
mation concerning the specific service request with the
stored voice model associated with the authorized user
group and specific to the authorized user; and repeating
the determining step.

2. The computer-implemented method of claim 1, further
comprising constructing, by the at least one processor, the
stored voice model based on voice information representing
a set of service requests spoken by the speaker prior to
receiving the first voice information.

3. The computer-implemented method of claim 2, further
comprising updating, by the at least one processor, the stored
voice model based on the first voice information.

4. The computer-implemented method of claim 1, further
comprising storing, in the device, a plurality of minimum
confidence scores each corresponding to a type of service
request.

5. The computer-implemented method of claim 1, further
comprising prompting the speaker for the second voice
information if the confidence score does not exceed the
minimum confidence score.

6. The computer-implemented method of claim 5,
wherein prompting the speaker for the second voice infor-
mation includes prompting the speaker to speak specific
words based on the specific service request.

7. The computer-implemented method of claim 5,
wherein prompting the speaker for the second voice infor-
mation includes:

looking up, in a database, options related to fulfillment of

a type of service corresponding to the specific service
request; and

constructing, by the at least one processor, the prompt

based on at least one of the options.

8. The computer-implemented method of claim 1, further
comprising denying access if the confidence score does not
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exceed the minimum confidence score subsequent to receiv-
ing a predetermined amount of voice information from the
speaker.

9. The computer-implemented method of claim 1, further
comprising interpreting, by the at least one processor, the
second voice information as additional information related
to the specific service request.

10. A system for verifying the identity of a speaker as an
authorized user in an authorized user group to a level
necessary for enabling secure access to one or more services
via a device, the system comprising:

at least one processor included in at least one of the device

and a server operatively coupled to the device through
a communication network, the device configured to
receive voice information from a speaker; and

a memory operatively coupled to the at least one proces-

sor, the memory including computer-executable

instructions that when executed by the at least one

processor cause the at least one processor to:

receive first voice information comprising a specific
service request from a speaker through the device
before verifying the identity of the speaker as an
authorized user;

calculate a confidence score based on a comparison of
the first voice information comprising the specific
service request received before verifying the identity
of the speaker as an authorized user with a stored
voice model associated with the authorized user
group and specific to the authorized user;

interpret the first voice information as a specific service
request;

identify, by the at least one processor, a type of service
request comprising the specific service request;

identify a minimum confidence score for initiating the
type of service request comprising the specific ser-
vice request;

determine whether or not the confidence score exceeds
the minimum confidence score; and

if the confidence score exceeds the minimum confi-
dence score, initiate the specific service request;

if the confidence score does not exceed the minimum
confidence score, obtain second voice information
concerning the specific service request from the
speaker through the device; calculate a confidence
score based on a comparison of a combination of the
first voice information comprising the specific ser-
vice request and the second voice information con-
cerning the specific service request with the stored
voice model associated with the authorized user
group and specific to the authorized user; and repeat
the determining step.

11. The system of claim 10, wherein the memory further
includes computer-executable instructions that when
executed by the at least one processor cause the at least one
processor to construct the stored voice model based on voice
information representing a set of service requests spoken by
the speaker prior to receiving the first voice information.

12. The system of claim 11, wherein the memory further
includes computer-executable instructions that when
executed by the at least one processor cause the at least one
processor to update the stored voice model based on the first
voice information.

13. The system of claim 10, wherein the memory further
includes computer-executable instructions that when
executed by the at least one processor cause the at least one
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processor to prompt the speaker for the second voice infor-
mation if the confidence score does not exceed the minimum
confidence score.

14. The system of claim 10, wherein the memory further
includes computer-executable instructions that when
executed by the at least one processor cause the at least one
processor to interpret the second voice information as addi-
tional information related to the specific service request.

15. A non-transitory computer-readable medium having
stored thereon computer-executable instructions that when
executed by at least one processor cause the at least one
processor to:

receive first voice information comprising a specific ser-

vice request from a speaker through a device before
verifying the identity of the speaker as an authorized
user;

calculate a confidence score that the speaker is an autho-

rized user based on a comparison of the first voice
information comprising a specific service request
received before verifying the identity of the speaker as
an authorized user with a stored voice model associated
with an authorized user group and specific to an autho-
rized user in the authorized user group;

interpret the first voice information as a specific service

request;
identify, by the at least one processor, a type of service
request comprising the specific service request;

identify a minimum confidence score for initiating the
type of service request comprising the specific service
request;

determine whether or not the confidence score exceeds the

minimum confidence score; and

if the confidence score exceeds the minimum confidence

score, initiate the specific service request;
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if the confidence score does not exceed the minimum
confidence score, obtain second voice information con-
cerning the specific service request from the speaker
through the device;

calculate a confidence score based on a comparison of a

combination of the first voice information comprising
the specific service request and the second voice infor-
mation concerning the specific service request with the
stored voice model associated with the authorized user
group and specific to the authorized user; and repeat the
determining step.

16. The non-transitory computer-readable medium of
claim 15, further comprising computer-executable instruc-
tions that when executed by the at least one processor cause
the at least one processor to:

construct the stored voice model based on voice informa-

tion representing a set of service requests spoken by the
speaker prior to receiving the first voice information;
and

update the stored voice model based on the first voice

information.

17. The non-transitory computer-readable medium of
claim 15, further comprising computer-executable instruc-
tions that when executed by the at least one processor cause
the at least one processor to prompt the speaker for the
second voice information if the confidence score does not
exceed the minimum confidence score.

18. The non-transitory computer-readable medium of
claim 15, further comprising computer-executable instruc-
tions that when executed by the at least one processor cause
the at least one processor to interpret the second voice
information as additional information related to the specific
service request.



